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ABSTRACT

The results of numerically modeled wind speed climate, a primary component of wind energy resource

assessment in the complex terrain of Croatia, are given. For that purpose, dynamical downscaling of 10 yr

(1992–2001) of the 40-yr ECMWF Re-Analysis (ERA-40) was performed to 8-km horizontal grid spacing with

the use of a spectral, prognostic full-physics model Aire Limitée Adaptation Dynamique Développement

International (ALADIN; the ‘‘ALHR’’ version). Then modeled data with a 60-min frequency were refined to

2-km horizontal grid spacing with a simplified and cost-effective model version, the so-called dynamical

adaptation (DADA). The statistical verification of ERA-40-, ALHR-, and DADA-modeled wind speed on

the basis of data from measurement stations representing different regions of Croatia suggests that down-

scaling was successful and that model accuracy generally improves as horizontal resolution is increased. The

areas of the highest mean wind speeds correspond well to locations of frequent and strong bora flow as well as

to the prominent mountain peaks. The best results are achieved with DADA and contain bias of 1% of the

mean wind speed for eastern Croatia while reaching 10% for complex coastal terrain, mainly because of

underestimation of the strongest winds. Root-mean-square errors for DADA are significantly smaller for flat

terrain than for complex terrain, with relative values close to 12% of the mean wind speed regardless of the

station location. Spectral analyses suggest that the shape of the kinetic energy spectra generally relaxes from

k23 at the upper troposphere to the shape of orographic spectra near the surface and shows no seasonal

variability. Apart from the buildup of energy on smaller scales of motions, it is shown that mesoscale simu-

lations contain a considerable amount of energy related to near-surface and mostly divergent meso-b-scale

(20–200 km) motions. Spectral decomposition of measured and modeled data in temporal space indicates

a reasonable performance of all model datasets in simulating the primary maximum of spectral power related

to synoptic and larger-than-diurnal mesoscale motions, with somewhat increased accuracy of mesoscale

model data. The primary improvement of dynamical adaptation was achieved for cross-mountain winds,

whereas mixed results were found for along-mountain wind directions. Secondary diurnal and tertiary

semidiurnal maxima are significantly better simulated with the mesoscale model for coastal stations but are

somewhat more erroneous for the continental station. The mesoscale model data underestimate the spectral

power of motions with less-than-semidiurnal periods.

1. Introduction

Climatological wind behavior is the crucial factor for

establishing the meteorological basis for the assessment

of wind energy resources. Typically, global reanalysis

data (which are available on ;100-km horizontal grid

spacing or more) are not sufficiently accurate for assess-

ment of the wind climate in the planetary boundary layer,

especially over complex terrain. Therefore, to attain both

spatial and temporal representativeness, these data must

be downscaled over the target area over a substantially

long time period. A common method for estimation of

wind climate in complex terrain (especially in areas of

scarce or nonexistent high-quality measurements) is dy-

namical downscaling with the use of mesoscale numerical

weather prediction models. The spatial and temporal re-

finement of wind climate depends on the mesoscale model

resolution, which should be chosen using knowledge of the

spatial and temporal scales of the atmospheric phe-

nomena occurring in the target area.

In general, dynamical downscaling is expected to in-

troduce additional (smaller) spatial and temporal scales,
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resulting in a more adequate reproduction of mesoscale

wind systems. These systems are most often either a re-

sult of terrain and surface inhomogeneities (such as

land–sea breezes, katabatic winds, and valley winds) or

of interaction between terrain and the large-scale flow

(such as downslope windstorms, gravity waves, gap

flows, and wakes). It is the coastal mountainous region

of the eastern Adriatic coast (the area with the greatest

wind resources in Croatia) that is frequently subject to

strong wind systems that are embedded in a range of

intense and interrelated subsynoptic phenomena within

the region (e.g., Horvath et al. 2008). In particular, the

gusty and severe downslope windstorm known as bora

(e.g., Smith 1985, 1987; Klemp and Durran 1987), with

hurricane-scale gusts that can reach 70 m s21, is especially

important for wind energy applications. Indeed, the rel-

evance of this phenomenon1 and considerable research

related to the Croatian bora [see review by Grisogono

and Belušić (2009)] suggest that the eastern Adriatic

coast might be an excellent target area for evaluation of

the performance of mesoscale models for complex ter-

rain prone to downslope windstorms.

In addition to the bora (which accounts for the largest

portion of wind energy potential in the target region), an-

other wind system of importance that blows along the

eastern Adriatic coast is the southeasterly ‘‘jugo’’2 wind.

The nature of bora and jugo winds, which are strongly

determined by the orographic pressure perturbation, sug-

gests that the ability of mesoscale models to simulate

nonlinear flows and flows over mountains under different

regimes of background flow3 is an important and desired

feature relevant for the success of modeling the represen-

tative wind climate or estimating regional wind resources.

Because the available wind power potential is propor-

tional to the cube of the wind speed (e.g., Troen and

Petersen 1989), the precision requirements for a wind

speed ‘‘climatology’’ for energy assessment are higher than

for most other purposes. In particular, this holds for stron-

ger wind speeds because small relative errors (especially

near the wind turbine cut-out wind speed of 25 m s21) can

have profound effects on the assessment of available wind

power. Therefore, in addition to analysis and verification

of the modeled wind speeds, meaningful analyses of both

potential (including all wind speeds) and actual (including

only the range of wind speeds at which wind turbines

operate) wind resources might be performed using wind

power density4 instead. Although we do consider wind

resource assessment as a primary application, we choose

to evaluate the accuracy of dynamically downscaled wind

speed since 1) dynamically downscaled wind speed cli-

mate has other applications than wind energy and 2) for

actual wind resource assessment a number of other spe-

cific technical issues need to be taken into account.

Despite the widespread use of mesoscale models for

analysis and assessment of winds and wind climate prop-

erties, verification of their performance is a challenging

issue that often does not follow a unified approach. Sta-

tistical verification that uses basic verification parameters

(systematic error, root-mean-square error, etc.) seems not

to be sufficient for the purpose. This is because small

errors in time or space of the otherwise well-simulated

particular phenomena can profoundly change the verifi-

cation results (e.g., Mass et al. 2002). Therefore, it is often

favorable to utilize a spectral analysis as a complimentary

verification method so as to provide a scale-dependent

measure of model performance as well as more detailed

insight into the ability of the model to simulate local wind

climates. For example, the evaluation of power spectra

from measured and modeled time series facilitates the

evaluation of model performance on different temporal

scales (e.g., synoptic, mesoscale, diurnal, semidiurnal, and

subsemidiurnal) regardless of the potential phase errors.

On the other hand, the success of models in simulating

the proper shape of the kinetic energy spectrum in a

spatial domain can serve as a prime tool for qualitative

model evaluations.

The primary goal of this paper is to present the results

of the performed dynamical downscaling for a 10-year

period with the use of the Aire Limitée Adaptation

Dynamique Développement International (ALADIN)

mesoscale model. A second goal is to assess the ability

of the mesoscale model to reproduce the relevant wind

speed climate in the complex terrain of Croatia as a

basis for wind energy assessment. This is achieved by

means of statistical and spectral verification at selected

stations. Furthermore, spatial spectra of the kinetic

energy, vorticity, and divergence are used to study the

ability of the ALADIN model to reproduce universally

observed spectra in the free troposphere and also to

1 The areas characterized by bora-type flows include, but are not

limited to, southern California, the Rocky Mountains, the Andes,

and areas of Italy, Slovenia, Austria, Iceland, New Zealand, Su-

matra, Japan, Indonesia, Kurdistan, and Russia.
2 Jugo is a local name for a southeasterly wind that occurs over

the wider region of the Adriatic Sea. It belongs to the family of

southwesterly Mediterranean sirocco winds that are channeled in

the southeasterly direction by the Dinaric Alps (Jurčec et al. 1996).
3 Background flow is the flow impinging on the mountain that at

first approximation (together with mountain height and shape)

determines the leeside response. Its most important properties are

its cross-mountain wind speed component and its (moist) static

stability.

4 Wind power density (W m22) is defined as P 5 0.5rV3, where r

is air density and V is wind speed.
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study the mesoscale spectra at near-surface levels that

are relevant to wind energy applications.

The paper is organized as follows. The method is de-

scribed in section 2. The results of the dynamical down-

scaling are presented in section 3, and statistical and

spectral analyses and verification are presented in section

4. Conclusions are given in section 5.

2. Method

Dynamical downscaling was performed with the

ALADIN mesoscale model (Bubnova et al. 1995).

ALADIN is used for everyday numerical weather pre-

diction (typically at 4–10-km grid spacing) in over a dozen

countries (http://www.cnrm.meteo.fr/aladin/). ALADIN

is a primitive equation spectral model with a hybrid

h coordinate (Simmons and Burridge 1981) and a two-

time-level, semi-implicit semi-Lagrangian scheme. Model

fields in spectral space are obtained by double Fourier

transform, and the biperiodicity is satisfied by introducing

the extension zone (Machenhauer and Haugen 1987).

The Davies (1976) relaxation scheme is used for coupling

with the driving model. Physical parameterizations in-

clude vertical diffusion (Louis et al. 1982) and shallow

convection (Geleyn 1987). Kessler-type parameterization

is used to account for resolved precipitation (Kessler

1969), and deep convection is modeled with a modified

Kuo scheme (Geleyn et al. 1982). Radiation is described

following Geleyn and Hollingsworth (1979) and Ritter

and Geleyn (1992). A two-layer soil scheme (Giard and

Bazile 2000) is used to simulate vertical transport of soil

moisture and heat.

The model is run in a hydrostatic mode with 37 ver-

tical levels (the lowest model level is at 17 m) and 8-km

horizontal grid spacing. The model domain is shown in

Fig. 1. Initial and boundary conditions were provided

by the global reanalysis of the 40-yr European Centre

for Medium-Range Weather Forecasts (ECMWF) Re-

Analysis (ERA-40; Kållberg et al. 2004), which is avail-

able at 125-km grid spacing with a 6-hourly frequency.

Following the methods of Beck et al. (2004) and Žagar

et al. (2006), a direct nesting strategy was implemented.

These authors showed that the dynamical downscaling of

ERA-40 data with the ALADIN model to ;10-km grid

spacing is equally accurate whether or not an intermediate

domain is used. Although there is no doubt that in some

individual cases and events this nesting ratio would be ex-

cessive (e.g., because of very large spin-off times), it appears

that for wind climate estimates the proposed approach is

sufficient. Prior to integration, the data were interpolated

in space and were filtered using a digital filter initialization

procedure (Lynch and Huang 1994). The model was ini-

tialized daily at 1200 UTC and was run for 36 h; the output

data were archived with 60-min frequency. Because of the

large grid ratio, a 12-hourly spinup time was provided to

allow sufficient time for the buildup of mesoscale energy in

FIG. 1. The integration domain of the ALADIN model at 8-km (larger shaded area) and

2-km (inner shaded area) grid spacing with the associated digital elevation terrain models as

well as geographic features and measurement stations referred to in the text.
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the model (Žagar et al. 2006). This version of the ALADIN

model setup is referred to as ALHR.

Upon integration, the 24-hourly period (beginning with

the 12-hourly forecast range) was refined to a 2-km model

grid on a subdomain (Fig. 1) with so-called dynamical

adaptation (Žagar and Rakovec 1999). Dynamical ad-

aptation (DADA) is a cost-effective method of dynami-

cally adjusting near-surface winds from low-resolution

to a finer-resolution orography with a simplified meso-

scale-model version that is used operationally in Croatia

(Ivatek-Šahdan and Tudor 2004). The main simplifica-

tions include a reduced number of vertical levels above

the planetary boundary layer and withheld parameteri-

zations of moist processes and the effects of radiation.

Several dozens of time steps are usually required to reach

the quasi-stationary state of dynamical adjustment that is

achieved with the use of time-invariant lateral boundary

conditions from the driver model. The procedure typi-

cally results in dynamically adjusted near-surface winds

considerably faster (close to 70 times in the Croatian

model chain) than does full model integration at the same

grid spacing. As described by Žagar and Rakovec (1999),

dynamical adaptation will typically be more effective and

accurate when pressure gradients are stronger, because 1)

dynamical forcing is of primary importance and all other

forcing (such as radiative or that due to moist processes)

is of secondary importance and 2) for stronger pressure

gradients the adaptation is achieved in a reasonably short

time interval (less than 30 min). These conditions suit the

wind resource modeling in terrain prone to strong bora

flows well. In some situations, dynamical adaptation is

not expected to bring an added value; these include quick

passages of cold fronts (due to nonstationarity and the

role of moisture), as well as valley inversions and thermal

circulations that are unresolved by the driver model

(because in the setup of dynamical adaptation the radi-

ation scheme is switched off) and other errors in the input

data. A more comprehensive description of dynamical

adaptation can be found in Žagar and Rakovec (1999);

here we briefly describe the model setup. The simplified

model version was ran for 30 time steps (of 60 s each)

with the same number of vertical levels below 1000 m (8)

and a reduced number of vertical levels above (7 instead

of 29). All physical parameterizations were withheld ex-

cept for the parameterization of vertical diffusion.

3. Results

a. Spatial distribution of mean wind speed

Mean 10-yearly wind speed at 10 m AGL over the

downscaling period (1992–2001) is shown in Fig. 2. The

main feature of the spatial distribution is considerably

higher wind speed in the wider coastal area and hinter-

lands than in the continental part of Croatia. The highest

mean wind speed over the land is simulated over the east-

ern slopes of Velebit Mountain (including the proximate

areas above the sea) as well as over the higher ridges and

mountaintops. Although mountaintops are often regions

of enhanced wind resource because of their altitude, the

high-wind-resource area over the western slopes of Velebit

Mountain results primarily from the climatologically high

frequency of bora (Yoshino 1976; Bajić 1989; Poje 1992;

Cavaleri et al. 1997). The channeling of the northeasterly

background flow during bora events through the Vratnik

Pass (e.g., Makjanić 1976; Göhm et al. 2008) contributes

to the local enhancement of wind speed. This leeside

maximum extends offshore and reaches the outermost

islands, acquiring a spatial distribution that resembles the

hydraulic solutions for bora flows (e.g., Smith 1985) and

reaches the absolute maximum of mean 10-m wind speed

that is close to 6.5 m s21. On the other hand, the spatial

confinement of the leeside maxima to the vicinity of the

western slopes of southern Velebit indicates the prefer-

ence for the other mechanism applicable to strong bora

flows, which is related to upstream blocking and gravity

wave breaking (e.g., Klemp and Durran 1987). The non-

existence of such a maximum over the western slopes of

the southern Dinaric Alps is primarily related to the lower

frequency of the favorable synoptic setting required for the

onset of bora. In addition, the results could be influenced

by the lower predictability and weaker model performance

over the middle and southern Adriatic and associated

underestimation of strong bora flows (Horvath et al.

2009). The regions with the weakest 10-yearly mean

wind speeds are primarily some of the lowland areas of

continental Croatia.

These results suggest that bora downslope windstorms

are extremely important for wind energy utilization in

the coastal area of Croatia. Because of the gusty char-

acter of bora and the extreme turbulence that may result

in turbulent kinetic energy of over 30 J kg21 (Belušić

and Klaić 2006), however, future estimates of wind re-

sources in the region must include the net effects of bora

turbulence. Therefore, higher-resolution modeling and

more insight into the properties of bora turbulence seem

to be the remaining challenges, not only of scientific ad-

vancements in the broad area of bora-type flows, but also

of relevant wind energy applications in complex terrain.

b. Statistical verification

Statistical model verification was performed for ERA-40,

ALHR, and DADA datasets using measured wind speed

data from 2001 from four meteorological stations (see

Fig. 1) that represent the different climate regimes of Cro-

atia. The station of Slavonski Brod (SLB) is representative
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of the moderate continental climate and wind climates

found in flat and gently sloped terrain. Stations Novalja

(NOV), Split Marjan (STM), and Dubrovnik (DUB)

were selected for model verification of maritime climate

(e.g., Zaninović et al. 2008) that is characterized by the

proximity of the complex terrain of the Dinaric Alps. The

model data were bilinearly interpolated to the station

locations without any other postprocessing or corrections

except for the use of similarity theory to deduce the 10-m

winds. Instrument errors, calibration errors, and repre-

sentativeness errors were not taken into account during

the model verification. This should also be kept in mind

when evaluating model performance, because, for ex-

ample, the estimate of a representativeness error (which

is the greatest among the errors above) is close to 1 m s21

for near-surface wind speed in a well-mixed boundary

layer in complex terrain (e.g., Rife et al. 2004).

The statistical scores, such as the multiplicative mean

systematic error (MBIAS, which is a ratio of mean

modeled and observed wind speeds—MBIAS of unity

implies no systematic error) and the root-mean-square

error (RMSE; e.g., Wilks 2006) for the selected stations

were calculated and averaged over monthly periods to

show their seasonal variability (Figs. 3, 4). Mean annual

values are shown in Table 1. For comparison with the

ERA-40 dataset, the ALHR and DADA model output

data were used with a 6-hourly frequency. The 1-hourly

statistical scores for the ALHR and DADA models are

given for reference in Table 1 and do not show notable

differences.

For the continental station SLB (in weakly sloped

terrain), annually averaged MBIAS shows a strong over-

estimation of ERA-40 wind speeds, with a yearly mean

value of 1.51. The greatest systematic error is present in

October (MBIAS 5 2.59), which is the month with the

weakest mean wind speed (0.82 m s21). The annual means

of monthly systematic errors for ALHR (0.99) and DADA

(1.01) data are significantly improved and are nearly neg-

ligible, although there does exist an intermonthly vari-

ability.

Among the coastal stations, ERA-40 performs the

worst for station NOV, with an MBIAS of 0.69. Similar

to the results for station SLB, the peak of increased

MBIAS is present in October, which is again the month

with the weakest mean wind speed (2.7 m s21). This is-

sue is not a characteristic of ALHR and DADA data,

FIG. 2. The spatial distribution of 10-yearly mean wind speed (1992–2001) (m s21) at 10-m

AGL as a direct model output of the dynamical adaptation at 2-km horizontal grid spacing.
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suggesting that the overestimation might be due to a

weaker ability of the ECMWF global model to simulate

near-calm wind conditions. The mean annual MBIAS

values for station NOV significantly improve for the

ALHR and DADA data: 0.79 and 0.92, respectively. In

a similar way, the MBIAS values for the station STM

improve with higher grid spacing and are 0.78, 0.85, and

0.89 for ERA-40, ALHR, and DADA data, respectively,

with no significant intermonthly variability. For the sta-

tion DUB, however, the ERA-40 data show no system-

atic errors and outperform the ALHR and DADA

models, which underestimate the mean wind speed by

;9%. This is likely to be at least partially related to the

applied bilinear interpolation and to the fact that for this

land station three out of four ERA-40 data grid points are

located over the sea and are thus insufficiently repre-

sentative of the actual station surroundings. At the DUB

station, the intermonthly variability of MBIAS is the

weakest among all of the analyzed stations.

Histograms of wind speed are shown in Fig. 5. The

main characteristic of the wind speed distribution at

station SLB is an underestimation of the frequency of weak

winds in ERA-40 and a corresponding overestimation of

the frequency of medium and stronger winds. This appears

to be the main reason for the overall overestimation of

mean wind speed in the global dataset, and it is probably

related to the formulation of horizontal diffusion. On the

other hand, at coastal sites the main feature is an un-

derestimation of the frequency of stronger modeled wind

speeds (V . 6 m s21) of all analyzed datasets that results in

an overall underestimation of modeled mean wind speed.

Again, with the exception of station DUB, dynamical

downscaling improves the modeled frequencies of stronger

winds speeds. Regardless of the weaker performance of

mesoscale data at DUB stations, it is apparent that for

stronger wind speeds, DADA data compare favorably

to ALHR data for all analyzed stations. There are several

factors that might contribute to the underestimation of

stronger winds. These include model resolution and the

resolution of the static lower boundary conditions, the

appropriateness of physical parameterizations (especially

the PBL scheme), the quality of lower boundary condi-

tions, and the propagation of synoptic information through

the coupling zone. Because of the importance of stronger

winds for wind resource estimates in the region, the anal-

ysis of underlying factors (which is beyond the scope of the

current paper) will play an important role in increasing the

accuracy of future dynamical downscaling.

RMSE is smaller for the nearly flat terrain of conti-

nental Croatia than for the complex terrain of the

eastern Adriatic coast. Thus, RMSE is the smallest for

the station SLB, where the mean annual RMSE of the

FIG. 3. Monthly variation of mean MBIAS (MBIAS 5 1 is a perfect agreement) of modeled wind speed at 10 m AGL

for stations (a) SLB, (b) NOV, (c) STM, and (d) DUB. Note the change in scale for station SLB.
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ERA-40 data (0.85 m s21) is strongly improved by dy-

namical downscaling and is equal to 0.22 m s21 (ALHR)

and 0.19 m s21 (DADA). The least accurate results are

for the station NOV, which is located exactly in the lee

of the high and steep southern Velebit, and are equal to

1.55 (ERA-40), 1.03 (ALHR), and 0.73 (DADA) m s21.

Because this station is located in the area where the

bora is most directly associated with the wave-breaking

regime, the low temporal predictability of this phenom-

enon and the resulting phase errors are most likely the

main underlying reasons for the larger RMSE scores.

Nevertheless, for stations NOV and STM, the system-

atic improvement in accuracy is evident as the RMSE of

ERA-40 data are roughly halved in the DADA dataset.

In contrast, RMSE scores for the DUB station suggest

that the ALADIN model data at this station are out-

performed by the ERA-40 data. Nevertheless, a slight

increase in model accuracy is achieved with the use of

the DADA when compared with the ALHR model. The

highest intermonthly variability of RMSE is found for

station NOV, followed by STM. The largest errors are

found in the coldest part of the year and are character-

ized by a higher frequency of stronger winds in the area.

Again, station DUB appears not to conform to the case

of the two coastal stations farther to the north.

In general, statistical verification suggests that the

dynamical downscaling results in more accurate wind

climate estimates than does the global model reanalysis,

FIG. 4. Monthly variation of RMSE (m s21) at 10 m AGL for stations (a) SLB, (b) NOV, (c) STM, and (d) DUB.

For easier comparison, RMSE was calculated with a 6-hourly frequency for all modeled data. For reference, average

1-hourly values are given in Table 1.

TABLE 1. Measured mean wind speed at 10 m AGL as well as MBIAS and RMSE as inferred from ERA-40 (ERA6), ALHR (AL6).

and DADA (DA6) datasets with 6-hourly frequency during 2001 for stations SLB, NOV, STM, and DUB. A unit MBIAS (MBIAS 5 1)

points to a modeled dataset with no systematic error, whereas MBIAS of .1 (,1) indicates the overestimation (underestimation) of

modeled data. For reference, 1-hourly values and statistics for ALHR and DADA datasets are given as well.

Obs-6 (m s21)

MBIAS-6 RMSE-6

Obs-1 (m s21)

MBIAS-1 RMSE-1

ERA6 AL6 DA6 ERA6 AL6 DA6 AL1 DA1 AL1 DA1

SLB 1.74 1.51 0.99 1.01 0.85 0.22 0.19 1.72 0.99 0.99 0.21 0.21

NOV 4.26 0.69 0.79 0.92 1.55 1.03 0.73 4.32 0.78 0.91 1.04 0.71

STM 4.42 0.78 0.85 0.89 1.12 0.73 0.58 4.40 0.84 0.87 0.75 0.56

DUB 3.31 1.00 0.91 0.91 0.18 0.35 0.33 3.35 0.88 0.90 0.41 0.35
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with considerably smaller systematic and root-mean-

square errors. The dynamical downscaling at 2-km grid

spacing, carried out with a simplified and cost-effective

model formulation, outperforms the results found for

8-km grid spacing. This systematic increase in mesoscale

model accuracy is true in both the complex terrain of the

eastern Adriatic coast and the nearly flat terrain of

continental Croatia. While obviously the improvement

of lower boundary conditions (e.g., representation of

terrain and land use) that comes from increased hori-

zontal resolution is the most important component of

this benefit in complex terrain, we note that the nonlocal

influence of an interaction between the atmosphere and

complex terrain plays as well an important role for

model accuracy in the surrounding flat terrain.

c. Spectral analysis in the spatial domain

It is known that the atmospheric kinetic energy spec-

trum of inherently 2D large-scale motions in the free

troposphere follows a k23 power law, where k is the

wavenumber (e.g., Kraichnan 1967; Lilly 1969; Charney

1971; Boer and Shepherd 1983; Nastrom and Gage 1985).

This shape shows great universality regardless of the lati-

tude (midlatitudes), season, or altitude. A less steep k25/3

dependence on the smallest scales, typically not resolvable

by mesoscale models, is associated with 3D cloud-resolving

motions and turbulence scales (Kolmogorov theory). Be-

tween these scales, however, the mesoscale spectrum is not

completely understood as the mesoscale motions are pre-

dominantly 2D but the kinetic energy spectrum is closer

to k25/3 (e.g., Gage and Nastrom 1986; Lindborg 1999;

Skamarock 2004). Nevertheless, spectral analysis in the

spatial domain is an appealing tool for analysis of

properties of mesoscale models on a variety of spatial

scales and qualitative assessment of model performance.

Prior to calculations of kinetic energy, vorticity, and

divergence spectra, a spatial subset of ERA-40 data was

created to fit exactly the mesoscale model integration

domain (which was 1920 km wide) with model levels

interpolated to 37 levels of ALHR data. Spectra were

calculated every 6 h (which is the availability of the

ERA-40 reanalysis) for the entire year of 2001. The re-

sults of the dynamical adaptation were not used in this

part of the evaluation because the domain used was

too prohibitive in size to attempt comparison with the

ERA-40 reanalysis.

The normalized kinetic energy spectrum is shown in

Fig. 6a for both ERA-40 reanalysis and ALHR data at

FIG. 5. Histograms of wind speed at 10 m AGL (bins of 2 m s21) for stations (a) SLB, (b) NOV, (c) STM, and

(d) DUB.
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model level 12 (;300 hPa), model level 23 (;700 hPa),

and the lowest model level 37 (;1000 hPa). These levels

correspond to the upper-, mid-, and near-surface tro-

posphere. In addition, the orography energy spectrum

(normalized and scaled by 0.001) is added to the figure

for both ALHR and ERA-40 models. First, it is evident

that the dynamical downscaling created a portion of

mesoscale energy at scales below 250 km (thus unresolved

by ERA-40 reanalysis). This part of the spectrum captures

limited amounts of energy in the free atmosphere, but the

kinetic energy of meso-b-scale (20–200 km) motions at

near-surface levels is much greater than at the upper levels

and indicates the importance of small-scale yet energetic

processes near the surface.

In the upper troposphere and down to wavelengths

of 250 km, ALADIN and ECMWF spectra are almost

identical and conform to the k23 law. At scales close

to 300 km and lower, however, the spectrum of the

ALADIN model does not show a gradual transition

toward less steep behavior, suggesting that at these

scales there is not enough mesoscale energy created near

the tropopause. The underlying reason is not obvious,

but it might be that model levels are too scarce near the

tropopause (the vertical resolution at ;9 km MSL is

close to 800 m) to account for mesoscale processes near

the troposphere–stratosphere boundary (the intrusions

and mesoscale portion of the upper-level jet dynamics).

This model property was to some extent noticed in other

studies of dynamical downscaling using the ALADIN

model (e.g., Žagar et al. 2006), regardless of the chosen

nesting ratio, domain size, or initial and boundary con-

ditions.

In the midtroposphere (;700 hPa), the ERA-40 re-

analysis shows less steep dependency than it does at upper

levels. The ALADIN kinetic energy spectrum also de-

viates from the k23 relationship and more closely re-

sembles ;k22 in the entire range of wavelengths that

are unaffected by the diffusive end of the spectrum. A

similar shape of the kinetic energy spectrum is found in

the Weather Research and Forecasting mesoscale model

(Skamarock 2004). The results at levels 12 and 23 (;300

and 700 hPa) suggest that the kinetic energy spectra at

various altitudes in the free troposphere above complex

terrain might be very different. Indeed, the shape of the

kinetic energy spectrum at 700 hPa appears to be shifted

toward the shape of the orography (and near-surface wind

speed) spectrum. It seems that (although there is no rel-

evant observed climatological data) this could be related

to orographically induced, vertically propagating gravity

waves over the complex terrain in the model domain (e.g.,

over the Alps, Apennines, and Dinaric Alps). Such gravity

waves are a common phenomenon in the area and are

very likely more often found in the midtroposphere than

in the upper troposphere.

The flattening of the kinetic energy spectrum is even

more obvious at near-surface levels where the spectrum is

closer to k25/3. This illustrates the shape of the orography

spectrum rather than properties of boundary layer tur-

bulence that are characterized by three-dimensionality of

motions since motions are not isotropic at scales resolved

FIG. 6. Normalized kinetic energy spectra for ERA-40 (EC) and ALHR (AL) data at model levels (a) 12

(;300 hPa), 23 (;700 hPa), and 37 (;1000 hPa); and (b) its seasonal variability at model levels 12 (;300 hPa) and

37 (;1000 hPa). Orography spectra for ERA-40 (ECoro) and ALHR (ALoro) data (normalized and scaled by 0.001)

are added to (a). Values beginning ‘‘1e’’ in this and subsequent figures indicate a value of 10 raised to the following

characters (exponent).
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by the model. The resemblance of orography and near-

surface spectra is almost complete and suggests that

near-surface winds in the model are primarily adapted to

orographic features. In contrast to the upper levels,

progressively closer to the ground the kinetic energy

spectra of the ALHR data and ERA-40 reanalysis di-

verge on increasingly larger scales. To study the effec-

tive model resolution, we study the deviation between

the expected and modeled kinetic energy spectra at low

wavelengths (e.g., Skamarock 2004). In our case, we

consider k23 at the upper levels and orography spectra

at low levels as reference values. Near the surface, the

ERA-40 spectrum begins to lose energy at scales of

;600 km, which is close to the 5dx of the ERA-40 grid

spacing and is considerably larger than at the upper levels.

On the other hand, the shape of ALHR spectra resembles

the orographic one on scales down to and well below

50 km, which are scales much smaller than the corre-

sponding ones at the upper levels. Thus, it appears that

while the effective resolution of the ALADIN model

improves when approaching the ground the opposite

holds for the ERA-40 reanalysis. The underlying reasons

for this are not obvious, but we note that, for the purpose

of near-surface wind climate or resource estimates, the

effective resolution plays an important role in determining

the limits of the potential model performance.

Overall, the kinetic energy on scales over hundreds

of kilometers is much stronger at the upper levels than

it is near the surface, regardless of the model. In con-

trast, at scales of slightly over 100 km and less the kinetic

energy of near-surface motions becomes dominant. This

clearly implies that high-resolution mesoscale dynamical

downscaling, which aims to study near-surface regional

wind climate or resources, needs to be highly reliable at

scales sufficiently small to account for the considerate

amount of energy contained in the near-surface meso-b

scales of motion.

The seasonal dependency of the kinetic energy spec-

trum of the ALADIN model is shown in Fig. 6b. Re-

gardless of the level, the greatest amount of kinetic

energy is found during the winter, followed by spring and

autumn. There is somewhat less kinetic energy during the

summer than during the rest of the year. This reflects the

weaker upper-level dynamics, as well as the lower near-

surface wind speeds, in the region during the warmest

season of the year. In accordance with the observational

evidence mentioned above, spectra at different levels

have similar shapes regardless of the season.

Spectral energy densities of vorticity and divergence

at the upper troposphere (model level 12; ;300 hPa),

midtroposphere (model level 23; ;700 hPa), and lower

troposphere (model level 37; ;1000 hPa) are shown in

Figs. 7a,b. The ALADIN output and ERA-40 reanalysis

compare well for larger scales roughly down to 600 km.

Below this level, the divergence and vorticity from the

ERA-40 dataset begin to progressively lose energy as

they become closer to the surface, confirming the kinetic

energy spectrum considerations.

As anticipated, the vorticity field is more energetic

than the divergence at larger scales. At wavelengths

slightly over 100 km and less, however, divergence at the

upper and middle levels begins to be almost as energetic

as vorticity. Furthermore, at these scales, divergent mo-

tions are even more energetic near the surface than they

FIG. 7. Spectral energy density for ERA-40 (EC) and ALHR (AL) data at model levels 12 (;300 hPa), 23 (;700 hPa),

and 37 (;1000 hPa) for (a) relative vorticity (b) divergence.
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are aloft. As such, the near-surface divergence becomes

several times more energetic than vorticity at the same

level, suggesting that surface forcing results in the cre-

ation of unbalanced divergent (rather than balanced

rotational) meso-b-scale motions. Therefore, the impor-

tance of near-surface divergence illustrates a potential

constraint of mass-consistent nondivergent models in

simulating the near-surface wind climates over complex

terrain.

d. Spectral analysis in the temporal domain

Because several measurement stations are located in

the proximity of both complex terrain and the seashore

and are characterized by motions at different temporal

scales, the success of the analyzed models was verified

against the measured data using spectral verification

in the temporal domain. Because typical diurnal ro-

tation of winds in the Adriatic (Telišman Prtenjak

and Grisogono 2007) partially hides the diurnal spectral

peak if spectral analysis is performed using wind speed

values, spectral verification was achieved through the

comparison of spectral power density functions of both

of the horizontal wind components, u and y. In the case

of continental station SLB, u and y correspond to zonal

and meridional directions. In the case of coastal stations,

the coordinate system is rotated such that u and y cor-

respond to cross- and along-mountain directions (cor-

responding to the main axes of the Dinaric Alps). Prior

to spectral decomposition achieved using the Welch

(1967) method, data were detrended (data were divided

into ;10-day segments and the best linear fit was re-

moved). A few missing data were provided using re-

gression analysis. It should be kept in mind that spectra

were calculated for ERA-40 data with 6-hourly fre-

quency and for other datasets using 1-hourly temporal

resolution. We note that 6 h is the maximal temporal

resolution of the ERA-40 output and that differences in

statistical verification were minor, however (see Table 1).

Power spectral density functions for both zonal and

meridional wind components for station SLB are shown

in Figs. 8a,b. The largest portion of the measured spec-

trum is associated with synoptic and mesoscale motions.

These larger-than-diurnal scales of motion (here de-

fined as motions of periods of .26 h) are more energetic

for the zonal wind component and are likely associated

primarily with the predominantly westerly zonal flow

and the more complex terrain found in meridional di-

rections. In the ERA-40 data, the energy of these motions

is greatly overestimated, especially for the meridional

wind component. In the ALADIN model data, how-

ever, larger-than-diurnal circulations are simulated well.

The overestimation of this larger-scale energy associ-

ated with meridional wind directions in ERA-40 is likely

due to the nonlocal influence of the Dinaric Alps to

the south/southwest of the station, which are not fully

resolved in the reanalysis data. That is, because the

Dinaric Alps partially block the southwesterly sirocco

winds and channel them in the southeasterly direc-

tion over the Adriatic Sea, an unresolved mountain

range could contribute to overestimation of these

winds over the inland area. The secondary diurnal

maximum, which is underestimated in both the ALHR

and DADA simulations, is more accurately described by

the ERA-40 data, however. Although there are no clear

indications as to the underlying reasons why these di-

urnal circulations are not sufficiently energetic in the

ALHR simulations, it is clear that, because of the gen-

tle slope of the surrounding terrain, the DADA model

does not have much potential to improve this de-

ficiency. The prominent underestimation of the power

FIG. 8. Power spectra of 10-m (a) zonal and (b) meridional wind components of measured and modeled ERA-40,

ALHR, and DADA data for station SLB.
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spectral density functions in the temporal range of less

than 12 h appears to hold for all stations and will be

discussed later in the text.

The results of the spectral decomposition for the

coastal stations are shown in Figs. 9a,b, 10a,b, and 11a,b.

A mentioned earlier, the u and y components for the

coastal stations are rotated and correspond to cross-

and along-mountain directions. The spectral power over

the whole frequency range at the coastal stations is

overall much higher than it is for the SLB station.

Among all of the coastal stations, the ALADIN model

data show the greatest accuracy for the NOV station

regardless of the underestimation of the power of di-

urnal motions. The considerable improvement in com-

parison with the global reanalysis is apparent for all

frequency ranges and especially for the DADA results.

The improvement of the DADA model is evident for

the cross-mountain direction only, because the results

for the along-mountain direction are nearly identical

to observations for both ALHR and DADA data. For

the STM station, the ERA-40 model data simulate the

power of synoptic motions (periods over a few days)

reasonably well but underestimate the larger-than-

diurnal part of the mesoscale range. On the other hand,

the ALHR and DADA data better simulate the overall

shape of larger-than-diurnal periods of motions but

generally underestimate the synoptic part of the mea-

sured power spectrum. For the power of larger-than-

diurnal motions, the DADA results are improved for

the cross-mountain direction but are less accurate for the

along-mountain direction. The results of downscaling

are far better in the diurnal range: for the mostly cross-

mountain diurnal circulations present at this station the

ALHR and DADA models considerably outperform the

FIG. 9. Power spectra of 10-m (a) cross-mountain and (b) along-mountain wind components (corresponding to the

main axes of the Dinaric Alps) of measured and modeled ERA-40, ALHR, and DADA data for station NOV.

FIG. 10. As in Fig. 9, but for station STM.
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ERA-40 data. This is likely to be the main added value of

downscaling at this station. For station DUB, the ERA-

40 results are more accurate than those of the ALADIN

model data for the larger-than-diurnal portion of the

along-mountain wind component spectrum; in the

ALHR and DADA data the power of larger-than-

diurnal circulations is underestimated. In the cross-

mountain direction, the ALADIN model data are still

underestimated but show far more accurate shapes

than in the ERA-40 data. The main benefit of the me-

soscale datasets for this station as well appears to be the

well-simulated strength of the cross-mountain diurnal

circulations.

Thus, for all of the coastal stations, the power spectra

of the wind speed for the DADA data (relative to

the ALHR data) are improved for the cross-mountain

component. With the exception of the NOV station,

where both the ALHR and DADA spectra are equal

to the observed one, spectra of the DADA data for

coastal stations are less accurate than for the ALHR

data for the along-mountain wind component, however.

Apart from the potential changes in wind direction in-

troduced by the higher-resolution lower boundary condi-

tions in the DADA model, this may also be related to the

properties of the prevalent cross-mountain bora and

the along-mountain jugo winds. That is, it is known

that the response of the bora downslope low-level

jet along the eastern Adriatic coast (in the lee of the

Dinaric Alps) is almost entirely proportional to the

cross-mountain pressure gradient (e.g., Horvath and

Ivančan-Picek 2008) and is therefore well suited for

dynamical adaptation (see the introduction). On the

other hand, along-mountain winds (e.g., the jugo winds)

are much less influenced by pressure perturbation in-

duced by the Dinaric Alps. Therefore, the results suggest

that the primary application of dynamical adaptation is

likely related to better simulations of cross-mountain

bora-type flows. On the other hand, because of mixed

results for the along-mountain wind component, the

performance of dynamical adaptation for other wind

systems in the region and for wind climates not primarily

related to bora-type flows remains to be analyzed further

in more detail.

Unlike the SLB station, all of the coastal stations show

the existence of a tertiary maximum that is presumably

associated with land–sea breeze circulation. These mo-

tions of semidiurnal periods (11–13 h) are reproduced

very accurately in the ALADIN model, especially for

the cross-mountain direction (a comparison with the

ERA-40 data is not fully applicable since 12 h corre-

sponds to the time period of the Nyquist5 frequency for

the ERA-40 data). Last, a common feature of the

ALADIN model simulations appears to be the under-

estimation of the spectral power of subsemidiurnal

motions. Similar results were achieved for dynamical

downscaling with the ALADIN model over the complex

terrain of Slovenia, regardless of the domain size and

nesting strategy (Žagar et al. 2006). This suggests that

the ability of the ALADIN model to reproduce meso-

scale energy on less-than-semidiurnal temporal scales is

limited in the current model setup. Given the generous

spinup time (12 h), it is more likely that the low spatial

and temporal predictability of motions at less-than-

semidiurnal scales, and possibly the too-strong numerical

diffusion in the ALADIN model, are the main contrib-

utors to this underestimation. Therefore, although it is

not particularly relevant for the Croatian region, the

lack of energy in motions with temporal scales of less

FIG. 11. As in Fig. 9, but for station DUB.

5 Nyquist frequency is one-half times the sampling frequency of

a discrete-sampling signal-processing system.
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than 12 h might constrain the use of the current version

of the ALADIN mesoscale model for areas where

a considerable part of the spectral power exists on the

subsemidiurnal part of the spectrum.

4. Conclusions

To assess the climatological basis for wind energy

resource assessments, dynamical downscaling was per-

formed for the wider Croatian region, part of which is

prone to downslope bora windstorms. Downscaling was

carried out with the ALADIN model driven by the ERA-

40 reanalysis data for a 10-year period. The modeling

system was initiated daily in two subsequent steps:

1) the full ALADIN model integration (ALHR) to 8-km

horizontal grid spacing with a 60-min output frequency

and 2) the simplified ALADIN model version, so-called

dynamical adaptation (DADA) initiated by the ALHR

model to 2-km horizontal grid spacing. The model eval-

uation was performed for the wind speed variable, and all

model data were evaluated against the measured data

using both statistical and spectral verification.

Results suggest that wind resources are considerably

greater in the coastal part than in the continental part

of Croatia. The near-surface mean wind speed is highest

in areas of the Vratnik Pass and downstream of it, on

the lee sides of Velebit Mountain, and on prominent

mountaintops. While mountaintops are frequent regions

of enhanced wind resources, the other areas mentioned

are known for bora severity and frequency, clearly iden-

tifying the primary role of bora in determining the wind

climate of the wider area of the eastern Adriatic.

Statistical verification (performed with the use of

multiplicative bias and root-mean-square error), sug-

gests that the downscaling was very successful. In

general (with the exception of the DUB station), the

accuracy of the ALHR model values increased relative

to those of ERA-40, both in flat and complex coastal

terrain. Furthermore, the added value of the DADA in

comparison with the ALHR model results is notable

for all stations analyzed. The final downscaling results

produced with dynamical adaptation with a 2-km hor-

izontal grid spacing show higher accuracy for conti-

nental Croatia and the SLB station (where systematic

error is 1%) than for coastal complex terrain and the

NOV, STM, and DUB stations (where the mean wind

speed value is on average underestimated by close to

10%). The underestimation at coastal stations is due

to underestimation of the frequency of stronger wind

speeds. Nevertheless, the distribution of stronger winds

modeled with DADA compares favorably to both

ERA-40 and ALHR data. RMSE values scaled with

the observed mean wind speeds are similar among the

analyzed stations and are close to 12% of mean wind

speed value.

The scale-dependent evaluation, performed with the

use of spectral analyses in both spatial and temporal

domains, allowed for model assessment on a variety of

scales. Kinetic energy spectra compare well to theoret-

ical and observational evidence gathered at the mid-

latitudes, and its shapes show no dependence on season.

In the upper troposphere (;300 hPa) and for scales

over several hundreds of kilometers, the kinetic energy

spectra acquire k23 dependency for both ERA-40

and ALADIN model results. In the midtroposphere

(;700 hPa), the spectrum relaxes to nearly k22, and

near the surface it closely resembles the shape of orog-

raphy spectra (roughly k25/3), illustrating the effect of

adaptation of near-surface winds to model orography.

The differences in spectra at mid- and upper levels

suggest that orographically induced vertically propa-

gating gravity waves likely play a considerable role in

determining the shape of the kinetic energy spectra in

the free atmosphere over complex terrain. In the shared

portion of the wavelength domain, the differences be-

tween ERA-40 and ALADIN data are nonexistent for

larger wavelengths. At scales below ;700 km, however,

ERA-40 has progressively larger energy deficit the closer

to the ground. On the other hand, a major flaw of the

ALADIN model kinetic energy spectrum seems to be an

unfavorable steepening of the k23 dependency at upper

levels only and on scales below a few hundred kilometers.

At the lower levels, the ALADIN model spectrum re-

sembles the orography spectrum down to scales well below

50 km. Thus, the effective model resolution is vertically

dependent in both ERA-40 and ALHR data.

As expected, vorticity is more energetic than diver-

gence at the upper levels, especially at larger scales.

Near the surface and for scales slightly above 100 km

and less, however, the divergence spectrum is several

times as intensive as the vorticity spectrum. Thus, me-

soscale simulations contain a considerable amount of

energy on meso-b scales (20–200 km) related to near-

surface unbalanced divergent motions. This illustrates

an inherent constraint of mass-consistent nondivergent

models for assessing near-surface wind climatology or

resource estimates.

Spectral decomposition of measured and modeled

data in the temporal domain shows reasonable accuracy

over the different temporal scales of motion for all of the

model datasets, with a little difference between the

ALHR and DADA spectra. For continental Croatia,

downscaling improves the global model spectrum pri-

marily in the larger-than-diurnal scales of motion; this is

probably due to the nonlocal influence of the orography

of the Dinaric Alps to the south. The downscaled diurnal
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motions are not as accurate as those of the ERA-40

reanalysis, however. At the coastal stations, the accu-

racy of the modeled power spectrum varies and the re-

sults show somewhat underestimated values in the

synoptic and mesoscale ranges. The main benefits of

dynamical downscaling are evident for frequency dis-

tributions of stronger winds (especially at the station

with the strongest wind speeds, NOV) and generally for

all of the coastal stations in the diurnal frequency range.

Relative to the ALHR data, the DADA power spectra

are improved for the cross-mountain (with respect to the

orientation of Dinaric Alps) wind component at all

stations; this is in large part related to the better simula-

tions of bora flows. On the other hand, mixed results are

achieved for the along-mountain wind component. This

might be related to the induced changes in wind direction;

further assessment of the potential benefits and limitations

of DADA for applicability in wind climates not governed

by bora-type flows remains to be investigated. Although

the tertiary semidiurnal maxima (not available from the

ERA-40 reanalysis) are well simulated in mesoscale

datasets, the spectral power of motions with less-than-

semidiurnal periods is strongly underestimated. Although

the portion of power in this frequency range is almost

negligible for the analyzed stations in Croatia, this model

feature might constrain use of the model in areas with

considerable amounts of energy present at these scales.

The importance of strong mesoscale local winds (such

as the bora and jugo) for wind climate and resource

estimates in the coastal and complex terrains of Croatia,

and the remaining uncertainties in numerical modeling

of these phenomena, confirm the need for further im-

provement of the results of dynamical downscaling and

wind resource estimates for the region. Simplified dy-

namical adaptation proves a useful and cost-effective

alternative at scales of a few kilometers, but the added

value comes mostly from the increased horizontal res-

olution of the orography and land use. In terms of wind

climate or resource estimates, however, there is limited

knowledge on the disadvantages of the reduced com-

plexity of dynamical adaptation in comparison with the

full-physics model-formulation results. It is likely that

more detailed dynamical downscaling of wind climate

and resources would require the use of nonsimplified

meteorological models on subkilometer horizontal grid

spacing. With regard to the worldwide appearance of

bora-type flows, analysis and numerical simulations of

bora gustiness and turbulence do remain major research

challenges related to both meteorological and wind en-

ergy applications in complex terrain.
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